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SUMMARY

A Bayesian multivariate hierarchical transformation model (BMHTM) is developed for receiver operating characteristic (ROC) curve analysis based on clustered continuous diagnostic outcome data with covariates. Two special features of this model are that it incorporates non-linear monotone transformations of the outcomes and that multiple correlated outcomes may be analysed. The mean, variance, and transformation components are all modelled parametrically, enabling a wide range of inferences. The general framework is illustrated by focusing on two problems: (1) analysis of the diagnostic accuracy of a covariate-dependent univariate test outcome requiring a Box–Cox transformation within each cluster to map the test outcomes to a common family of distributions; (2) development of an optimal composite diagnostic test using multivariate clustered outcome data. In the second problem, the composite test is estimated using discriminant function analysis and compared to the test derived from logistic regression analysis where the gold standard is a binary outcome. The proposed methodology is illustrated on prostate cancer biopsy data from a multi-centre clinical trial.
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1. INTRODUCTION

A popular graphical tool for assessing the accuracy of a diagnostic test is a receiver operating characteristic (ROC) curve which accounts for the inherent trade-off between the sensitivity and specificity of the test. The ROC curve is a plot of all possible pairs of the false positive rate (1-specificity) and true positive rate (sensitivity) of the test [1]. An empirical ROC curve plots the observed pairs of these fractions as the positivity threshold for the test is varied.
over all possible values. Smooth ROC curves can be easily obtained by fitting a parametric
binormal model to the two-sample data [2].

Recently, several regression procedures for ROC analysis have been proposed (e.g. Ref-
ences [3, 4]). Rather than add to the growing frequentist methodology for ROC analysis
(see [5] for an overview of methods), here we adopt Bayesian parametric regression and con-
sider two important new applications of ROC analysis. Bayesian methodology is now used
in many areas of statistical application, including ROC curve analysis [6–9]. However, this
method has not yet dealt with clustered data with continuously distributed diagnostic out-
comes. An advantage of the Bayesian paradigm is that it provides a logical procedure for
resolving complicated inferences. Bayesian methods are particularly well-equipped to contend
with problems involving hierarchically clustered data.

The applications of ROC analysis to be considered are: (1) analysis of hierarchical struc-
tured outcome data from a diagnostic test that requires cluster-specific monotone transfor-
mations; (2) determination of the optimal combination of clustered multivariate test outcomes.
A Bayesian multivariate hierarchical transformation model (BMHTM) is developed for both
applications. An important aspect of application (1) is whether different transformations of
the outcome are needed for each cluster, and the impact of the transformation used on the
resulting ROC curves. The second problem is important because a composite test has the
potential to yield superior overall performance than a single test.

Multilevel data with clustered responses often arise in diagnostic medicine. Such data con-
sist of the true disease status (i.e. the gold standard), individual-level characteristics (e.g.
demographic information and clinical history), and cluster-level covariates (e.g. clinical ex-
perience and institutional characteristics). For example, in radiologic studies patients may be
nested completely within hospitals, or images might be interpreted independently by different
radiologists [7]. The performance of tests that involve repeated measurements over a series
of times (e.g. longitudinal biomarkers) may be described using time dependent ROC curves
[10–12].

Outcomes with skewed distributions are common with continuous diagnostic data. Ignoring
skewness by applying a symmetric bi-distributional model may lead to biased results [13].
To account for clustering and skewness, a monotonically transformed outcome that better
satisfies the model assumptions may be fitted using a subject-specific mixed effects regres-
sion model [14]. Historically, convenient transformations have often been chosen based on
ad hoc considerations, or estimated prior to the main ROC analysis, despite the fact that
an inappropriate choice of transformation may lead to lack-of-fit and erroneous inferences
[15]. Semi-parametric [4, 16, 17] and non-parametric [18, 19] approaches provide alternative
ways of accounting for skewness and other distributional difficulties, but they tend to become
burdensome when extended to account for clustering.

We develop a model embedding an optimal cluster-specific Box–Cox transformation that
allows the uncertainty in the transformation parameters to propagate through all inferences.
Using cluster-specific transformation parameters accounts for heterogeneity between clusters in
the shape of the outcome distribution. A similar rationale is given in Cole [20] for the use of
different transformation parameters across strata (e.g. age groups) of a population. However, in
contrast to Cole’s model-fitting procedure, we use formal likelihood-based Bayesian methods
for parameter estimation and the evaluation of other inferences.

For application (2) we focus on multivariate outcomes with the goal of combining mul-
tiple tests into a single (composite) test. Multivariate outcomes present additional analytical
challenges, particularly due to the need to account for the possible correlation between the outcomes. However, by analysing multiple outcomes simultaneously, we are able to pool information across tests enabling improved inference about a single test outcome, and greater accuracy in predicting disease status.

A composite test that is optimal under a given model can be constructed by either conditioning on the gold standard and modelling the diagnostic data as the outcomes, or by treating the diagnostic data as covariates and modelling the gold standard (binary in typical ROC analyses). The former approach is discriminant analysis and usually assumes normally distributed diagnostic data, while the latter typically involves a generalized linear model such as logistic regression. Although the normal discriminant function and logistic regression models are asymptotically equivalent [21], they are different procedures and therefore yield different results when applied to the same data set. The sensitivity of a composite test to these procedures has not been previously investigated. However, Slate and Turnbull [10] used ROC curves to compare different decision rules for deciding if an individual has prostate cancer. A distinctive feature of our problem is that the decision rules being compared are based on different models, whereas Slate and Turnbull’s are based on the same model.

In Section 2 we introduce notation and derive the BMHTM for evaluating multivariate clustered diagnostic marker data. The motivating prostate cancer biopsy data are described in Section 3. In Section 4 we derive several summary statistics of diagnostic accuracy for parametric transformations of clustered outcome data. These functions involve complicated functions of the model parameters making inferences difficult to evaluate using classical methods whereas a Bayesian calculation is straightforward to formulate. Section 5 considers methodology for deriving a single composite test derived from multiple test outcomes, and for comparing the relationship between the discriminant function and logistic regression approaches. In Section 6 results are presented for the prospective multi-institutional prostate cancer biopsy data, and the conclusion is given in Section 7.

2. BAYESIAN MULTIVARIATE HIERARCHICAL TRANSFORMATION MODEL (BMHTM)

Let \( X_{ij} = (X_{ij1}, \ldots, X_{ijK}) \) be a vector of \( K \) outcomes, and \( Z_{ij} \) an associated vector of covariates, measured for the \( j \)th subject in the \( i \)th cluster \((i = 1, \ldots, m; j = 1, \ldots, n_i)\). Suppose each subject belongs to one of two populations, diseased and non-diseased, as specified by a gold standard. The diseased and non-diseased populations are denoted by \( T_{ij} = 1 \) and \( T_{ij} = 0 \), respectively. Let \( h(\cdot) \), \( \mu(\cdot) \), and \( \sigma^2(\cdot) \) denote the transformation, mean, and variance functions, respectively.

The following hierarchical model is the basis of the methods developed herein:

**Level I:**
\[
h(X_{ij}, \lambda_{ki}) = \mu(T_{ij}, Z_{ij}, \beta_{ki}) + \sigma(T_{ij}, Z_{ij}, \theta_{ki}) \bar{e}_{ki}
\]

**Level II:**
\[
\beta_{ki} = \beta_{k0} + b_{ki}, \quad \theta_{ki} = \theta_{k0} + t_{ki}, \quad \lambda_{ki} = \lambda_{k0} + l_{ki}
\]

where \( \beta_{ki} \) and \( \theta_{ki} \) are the regression and variance parameters of diagnostic test \( k \) \((k = 1, \ldots, K)\) for hospital \( i \) \((i = 1, \ldots, m)\); \( b_{ki} \) and \( t_{ki} \) are random effects which are independent across the outcomes and hospitals, with \( b_{ki} \sim N(0, \Sigma_k) \) and \( t_{ki} \sim N(0, \Omega_k) \), where \( N(\cdot) \) denotes the multivariate normal density and \( \theta \) is a vector of \( K \) zeros; \( \lambda_{ki} \) is the transformation parameter for
test \( k \) in hospital \( i \); \( l_{ki} \) is a random effect independent across \((k,i)\) with \( l_{ki} \sim N(0, \tau_k^2) \); and \( \varepsilon_{ij} \sim N(0, \Psi) \) is a vector of \( K \) within individual errors independent of \((b_{ki}, t_{ki}, l_{ki})\). In ROC curve analysis \( \Psi \) is typically a non-diagonal matrix. The above model incorporates random effects within the mean, variance, and transformation components of the model. Furthermore, it allows for correlation between the level II error terms for the mean and variance function parameters, in addition to correlation due to clustering and correlation between \( b_{ki} \) over outcomes \( k \). The model can be extended further by allowing general (i.e. non-normal) distributions for the random effects; however, we do not consider such models in the present application.

Regression analysis of continuous responses often assumes that the variance of the outcomes does not depend on covariates. However, this assumption is an oversimplification in analysing diagnostic data because diseased and non-diseased patients typically have very different distributions [6]. Therefore, the variance function should at least depend on the gold standard, \( T_{ij} \).

In a special case of the model, the effect of the gold standard varies by cluster, and the remaining covariates \((Z_{ij})\) impact the mean but not the variance. The mean and variance functions then become

\[
\mu(T_{ij}, Z_{ij}, b_{ki}) = \beta_{k0} + \beta_{k1} T_{ij} + b_k' Z_{ij}
\]

and

\[
\sigma^2(T_{ij}, \theta_{ki}) = (\theta_{k0} + \theta_{k1} T_{ij})^2
\]

where, consistent with previous notation, \( b_{ki} = (\beta_{k0}, \beta_{k1}, b_k')' \).

In the present analysis, the Box–Cox transformation [22] given by

\[
X_{kij}^{(\lambda_{ki})} = h(X_{kij}, \lambda_{ki}) = \begin{cases} (X_{kij} - 1) / \lambda_{ki} & \text{if } \lambda_{ki} \neq 0 \\ \log(X_{kij}) & \text{if } \lambda_{ki} = 0 \end{cases}
\]

where \( \lambda_{ki} \) is an unknown parameter, defines transformed outcomes \( X_{kij}^{(\lambda_{ki})} \) that are assumed to be normally distributed. The purpose of (5) is to facilitate valid comparisons of diagnostic accuracy by standardizing the outcome distributions across clusters. It is important to realize that the same transformation must be applied to diseased and non-diseased subjects within the same cluster. Otherwise the ability to make comparisons between diseased and non-diseased subjects is lost. However, the transformations need not be the same over different clusters; if it is believed that the shape of the outcome distribution varies across clusters, then different transformations may be necessary in order to accomodate the analysis of data from multiple clusters in a single model [20].

The likelihood function for the model defined by (3)–(5) is given by

\[
L \propto \prod_{i=1}^m \prod_{k=1}^K \left[ \prod_{j=1}^{n_i} \sigma(T_{ij}, \theta_{ki})^{-1} X_{kij}^{\lambda_{ki}} - 1 \exp \left\{ \frac{-(X_{kij}^{(\lambda_{ki})} - \mu(T_{ij}, Z_{ij}, b_{ki}))^2}{2\sigma^2(T_{ij}, \theta_{ki})} \right\} \right] \\
\cdot \{\det(\Sigma_k \Sigma_r) \tau_k^2\}^{-1/2} \exp(b_{ki} - b_{k0}') \Sigma_k^{-1}(b_{ki} - b_{k0})/2 \\
\cdot \exp\{-(\theta_{ki} - \theta_{k0}')\Omega_k^{-1}(\theta_{ki} - \theta_{k0})/2 - (\lambda_{ki} - \lambda_{k0})^2/(2\tau_k^2)\}
\]

In Bayesian analysis the likelihood function is augmented with a prior distribution for $\theta_0$, $\Sigma_0$, $\Theta_0$, $\Omega_0$, $\lambda_0$, and $\tau_2^2$. Because of the non-linearity introduced by the Jacobian for the transformation from $X_{kij}$ to $X_{kij}^{(k)}$ and the non-constant variance function, closed form solutions to Bayesian inferences based on the likelihood function in (6) are in general intractable. In practice, numerical simulation methods are used instead.

2.1. Model fitting

Our approach is to assume a non-informative prior for the model parameters and to fit the models using a Markov Chain Monte-Carlo (MCMC) algorithm based on the Gibbs sampler and Metropolis–Hastings algorithms. Metropolis–Hastings steps are used to sample from conditional posterior distributions that cannot be determined analytically. Unlike inferences based on Laplace approximation, analytical approximation is not required. Computations can be easily performed using BUGS [23], while CODA [24] can be used to monitor convergence of the Markov chain.

3. MOTIVATING EXAMPLE

The proposed methodology is motivated by a prospective Radiologic Diagnostic Oncology Group (RDOG) prostate cancer biopsy trial that includes data from three clinical centres [25]. Radical prostatectomy was performed in all patients to provide a binary gold standard, which was based on pathology to classify patients into local (periprostatic invasion of tumour and spread of disease to the seminal vesicles and lymph nodes) versus advanced (states A and B) prostate cancer.

Each individual’s prostate specific antigen (PSA) level was taken. Another important measure is the Gleason score, which is used to classify patients into three risk groups according to the clinical criteria of D’Amico et al. [26]: low risk if Gleason score is less than 7, intermediate risk if Gleason score equals 7, and high risk if Gleason score is above 7. Additional covariates such as ethnicity were omitted because they did not have a strong effect on the outcome in this particular example.

Table I shows both the cluster-specific and overall summary statistics for the disease stage, PSA level, and Gleason score. Due to concerns over patient privacy, the three institutions (hospitals) are labelled A, B, and C.

The primary objective of the analysis is to determine the diagnostic efficacy of PSA-level (a continuous outcome variable), over and above the information provided by Gleason score,

<table>
<thead>
<tr>
<th>Hospital</th>
<th>Advanced disease</th>
<th>PSA score</th>
<th>Gleason score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (Proportion)</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>A</td>
<td>0.56</td>
<td>9.49</td>
<td>9.37</td>
</tr>
<tr>
<td>B</td>
<td>0.55</td>
<td>9.43</td>
<td>7.94</td>
</tr>
<tr>
<td>C</td>
<td>0.79</td>
<td>13.1</td>
<td>11.0</td>
</tr>
<tr>
<td>Overall</td>
<td>0.63</td>
<td>10.7</td>
<td>9.39</td>
</tr>
</tbody>
</table>

Table I. Summary statistics of RDOG prostate trial data.
when the gold standard is the binary stage of disease and data are clustered by hospital. A secondary objective is to optimally combine the PSA-level and Gleason score into a single composite test.

In earlier work, we conducted a pooled over hospitals analysis by transforming all observations using a Box–Cox transformation with power coefficient of 0.33 [6]. However, due to different laboratory techniques, differences in operator experience, differences in the case-mix of patients, the rate of outliers and thus the shape of the outcome distribution may vary between hospitals. Therefore, the analysis might be improved by fitting a model that allows for variable transformations across clusters.

4. ROC FOR THE BMHTM

The BMHTM defined in equations (1) and (2) is used to derive the ROC curve and associated summary measures of accuracy for the test outcomes. The diagnostic accuracy of a test outcome over and above the information in the covariates $Z_{ij}$ is of interest. In the prostate biopsy example based on equations (3)–(5), $X_{ij}$ is the PSA level ($K = 1$), $T_{ij}$ is prostate cancer stage (advanced $T_{ij} = 1$ versus local $T_{ij} = 0$), and $Z_{ij}$ is Gleason score. To simplify the presentation we omit subscripts for the remainder of this section, but emphasize that the results are outcome and cluster (hospital in our application) specific.

Under the assumption that a Box–Cox transformation is applied to the outcome, the ROC curve for individuals with $Z = z$ is defined by the co-ordinates

$$P = p(s; z, \beta, \theta, \lambda) = \Pr(X(z) \geq s \mid T = 0, z, \beta, \theta, \lambda)$$

and

$$S = q(s; z, \beta, \theta, \lambda) = \Pr(X(z) \geq s \mid T = 1, z, \beta, \theta, \lambda)$$

for the positivity threshold $s \in (-\infty, \infty)$. Under the BMHTM model, solving for $s$ and utilizing the symmetry for the normal density function yields

$$s = u(0, z, \beta) + v(0, z, \theta)\Phi^{-1}(1 - p)$$

where $\Phi^{-1}(.)$ is the inverse cumulative distribution function of the standard normal distribution. Therefore, the ROC curve is defined by the pairs of (1-specificity) and sensitivity, given by

$$[p, \Phi\{\eta + v\Phi^{-1}(p)\}]$$

where the ROC curve parameters ($\eta, v$) are given by

$$\eta = \frac{\mu(1, z, \beta) - \mu(0, z, \beta)}{\sigma(1, z, \theta)}$$

and

$$v = \frac{\sigma(0, z, \theta)}{\sigma(1, z, \theta)}$$

The fact that the ROC curve is independent of the transformation parameter $\lambda$, is a consequence of the general result that ROC curves are invariant to monotone transformations [16].
However, because estimates of $\eta$ and $\nu$ depend on the transformation, inferences about the ROC curve still depend on the transformation model.

### 4.1. Summary measures

Summary measures of diagnostic accuracy considered here include the area under the curve (AUC) [27] and the maximum improvement of sensitivity (MIS) over chance [6]. Both are functions of the ROC parameters ($\eta, \nu$). The AUC of the $\lambda$-transformed outcomes for an individual having covariate $z$, is given by

$$AUC(z) = \Phi \left\{ \frac{\eta}{1 + \nu^2} \right\}$$

The MIS is defined as

$$MIS(z) = \Phi[\eta + \nu\Phi^{-1}(1 - \hat{p}(z))] - \hat{p}(z)$$

where

$$\hat{p}(z) = \Phi \left[ -\eta\nu + \left\{ \eta^2 + 2(\nu^2 - 1)\log(\nu) \right\}^{1/2} \right]$$

for all $\nu \neq 1$. When $\eta \geq 1$ and $\nu = 1$, $\hat{p}(z) = \Phi(-\eta/2)$; and when $\eta \leq 1$ and $\nu = 1$, $\hat{p}(z) \in \{0, 1\}$. Notice that $\hat{p}(z)$ is the value of $p$ at which the function $(1 - p) + \Phi(\eta + \nu\Phi^{-1}(p))$, i.e. the sum of specificity and sensitivity, is maximized. Therefore, $\hat{p}(z)$ is the optimal threshold on the probability scale when utility is defined by the $L_1$-norm with true positives and negatives weighted equally, and false positives and negatives weighted equally.

### 4.2. Optimal threshold on the original scale

In practice, it is helpful to report the optimal threshold on the original rather than transformed measurement scale of a test. Let $p^{opt}$ denote the optimal value of (1-specificity) for a test under some criterion (e.g. MIS). The optimal threshold on the transformed scale is then

$$s^{opt} = \mu(0, z, \beta) + \sigma(0, z, \theta)\Phi^{-1}(1 - p^{opt})$$

The problem is to transform $s^{opt}$ back to the original scale of the data. This generally relies on the inverse-transformation function, defined for the Box–Cox transformation $h(X, \lambda)$ in (5) as

$$x^{opt}(\hat{\lambda}) = h^{-1}(s^{opt}, \hat{\lambda}) = \begin{cases} (1 + \hat{\lambda}s^{opt})^{1/\hat{\lambda}} & \text{if } s^{opt} > -1/\hat{\lambda} \text{ and } \hat{\lambda} \neq 0 \\ \exp(s^{opt}) & \text{if } \hat{\lambda} = 0 \end{cases}$$

When $s^{opt} \leq -1/\hat{\lambda}$ the expression in (7) is undefined, which may occur with an unusual set of parameter values. In this case the minimum (maximum) values of $X$ if $\hat{\lambda}$ is positive (negative) could be taken to be the associated variates of the posterior distribution of $x^{opt}(\hat{\lambda})$. If $s^{opt} \leq -1/\hat{\lambda}$ occurs frequently we recommend that the optimal threshold value on the original scale be estimated by evaluating $h^{-1}(.)$ at the posterior mean of $(s^{opt}, \hat{\lambda})$. Alternatively, the prior distribution could be subject to the constraint $s^{opt} > -1/\hat{\lambda}$, enabling all of the information in the data to be used for model fitting.
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5. OPTIMAL COMBINATION OF TEST SCORES

We now consider the problem of optimally combining multiple correlated outcomes into a single composite test when the outcomes need to be transformed, depend on additional covariates, and form clusters of correlated groups. In our motivating example, PSA and Gleason score are to be combined into a univariate measure in order to predict or classify patients according to prostate cancer stage.

The standard approaches to forming composite tests include discriminant function analysis in which the test outcomes are the dependent variables [28], or using a generalized linear model (e.g. logistic regression) to relate the test outcomes and any other covariates to the gold standard disease status [29]. In this section, we compare the methodologies.

5.1. Discriminant function approach

The objective is to determine whether an arbitrary individual belongs to the diseased or non-diseased population, indicated by $\pi_i = \Pr(T_{ij} = 1)$, where $T_{ij}$ is classiﬁcation rule $s$ for some threshold $s$, and non-diseased, otherwise. An often-times unsettling feature of the quadratic classiﬁcation rule is that when $\delta(z) \approx 0$ it assigns patients with tests scores $X = x$ and $X = -x$ to the same population. However, for tests with good diagnostic properties, such anomalies are unlikely as $\delta(z)$ tends to dominate the classiﬁcation rule.
When $\Sigma_{1}(\mathbf{z}) = \Sigma_{0}(\mathbf{z})$, $\Delta(\mathbf{z}) = 0$, and so the linear discriminant function $\delta(\mathbf{z})'\mathbf{X}$ is obtained. Su and Liu [28] showed that $\delta(\mathbf{z})'\mathbf{X}$ is the optimal linear combination of test outcomes under homogeneous covariance matrices.

5.2. Logistic regression approach

When $\mathbf{X}$ given $(\mathbf{T}, \mathbf{Z})$ is multivariate normal, the posterior probability in (9) has the form of a logistic regression probability. That is, logistic regression analysis of the binary variable $T$ on $\mathbf{X}$ (including relevant quadratic terms from $\mathbf{XX}'$) and $\mathbf{Z}$ is a different way of estimating the discriminant function.

Because the likelihood function is different, inferences determined using logistic regression are not equivalent to those from the normal discriminant model. It is anticipated that the normal discriminant model will yield estimates that are more precise when the transformed data are normally distributed, while the logistic regression model will be more robust to the assumption of normality. Kao and McCabe [21] noted that the binormal and logistic regression estimates of $\delta(\mathbf{z})$ are asymptotically equivalent when the outcomes are normally distributed and the covariance matrix of the outcomes is constant. However, when a non-linear transformation is applied to the outcomes, the normal discriminant function and logistic regression approaches will yield expressions for discriminating between individuals’ disease states that have different functional forms.

6. RESULTS FOR THE MOTIVATING EXAMPLE

We now present results for the two problems introduced in Section 1. Because of the limited data available, the number of terms needed to account for the clustering by hospital and to estimate the transformation, and a desire to keep this illustrative example as simple as possible, no interaction effects between the Gleason score covariate and disease status are included in the present analyses. We refer readers to our previous pooled analysis [6] for an analysis of the Gleason score by disease status interaction, ignoring clustering by hospital.

6.1. Problem 1: hierarchical transformation model (BMHTM)

In our example, $X_{1ij}$ is the PSA level, $T_{ij}$ is cancer stage (advanced versus local), and $Z_{ij}$ is the Gleason score. We wish to measure the diagnostic accuracy of PSA over and above Gleason score. We assume that the parameters of the intercepts and slope of the gold standard in (3) are random effects, but treat the Gleason score coefficients, and the variance and transformation parameters, as fixed effects. The model is expressed as

Level I: $X_{1ij}^{(i_{1l})} \sim \mathcal{N}[\beta_{i10} + \beta_{i11}T_{ij} + \beta_{i12}Z_{ij}, (\theta_{i10} + \theta_{i11}T_{ij})^2]$ (10)

where $X_{1ij}^{(i_{1l})}$ is defined as in (5), and

Level II: $\beta_{i1} \sim \mathcal{N}(\beta_{i10}, \Sigma_{1})$ (11)

where $\Sigma_{1}$ is a diagonal matrix with $l$th element denoted $\zeta_{l}^2$ (the between cluster variance of the $l$th regression effect) for $l=0,1,2$. The ROC curve parameters for the model defined in
Because an interaction effect between Gleason score and the gold standard is not included in the model in (10) and (11) the ROC curves and associated summary statistics are identical for all Gleason scores. If (3) contained an interaction effect between Gleason score and disease status this would not be the case (results under this scenario but for a model that does not account for clustering by hospital are provided in O’Malley et al. [6]).

To conduct Bayesian analysis, non-informative priors are assumed for \( \theta_{i1}, \theta_{i0}, \beta_{10}, \text{ and } \zeta_{i1}^2 \). For MCMC computations in BUGS the priors must be proper probability distributions. Accordingly, we specify \( \sigma_{i1}^2 = (\theta_{i10} + \theta_{i11})^2 \sim \text{IG}(10^{-3}, 10^{-3}), \theta_{i10} \sim \text{IG}(10^{-3}, 10^{-3}), \lambda_{i1} \sim \text{N}(1, 10), \beta_{10} \sim \text{N}(0, 10^6), \) and \( \zeta_{i1}^2 \sim \text{IG}(10^{-3}, 10^{-3}), \) where IG denotes an inverse-gamma density. We found that changing the variance parameter of the normal prior, or the parameters of the inverse-gamma distribution, by a factor of 10 had miniscule impact on the results; hence, the specified priors may be considered to be non-informative. To maintain identifiability of \( \theta_{i1} \) we apply the constraints \( \theta_{i10} \geq 0 \) and \( \theta_{i11} \geq -\theta_{i10} \).

6.1.1. Preliminary analysis: missing data. Of the total of 213 observations there are 32 observations with missing values for PSA or Gleason score. All but one of the observations with missing Gleason score also had missing stage of disease, whereas no observations with missing PSA had missing stage of disease. To retain consistency with previous analyses of these data [6,25], our main results are based on the 181 observations with complete data. However, we checked the results from our complete case analysis against those from a multiple imputation analysis [31] of all 213 observations. The results were very similar to those for the complete data analysis, especially for hospitals B and C which comprise the greatest number of patients. For example, the posterior means (standard deviations) of the AUC of the ROC curve under the heterogeneous transformation model for hospitals A, B, C were 0.571 (0.106), 0.703 (0.055), 0.760 (0.061) and 0.626 (0.065), 0.704 (0.050), 0.746 (0.058) for the multiple imputation and complete case analyses, respectively. Therefore, omitting observations with missing values has a non-trivial impact on the results for hospital A only. The robustness of the results for other hospitals is not surprising given the small amount of data missing.

6.1.2. Transformations to normality. Because PSA is clustered and skewed even after standardization to a common mean and variance within each hospital and disease status (see upper plot in Figure 1), it must be transformed before normality can be assumed. To investigate the effect of assumptions concerning the Box–Cox transformation parameters \( \lambda_1 \) on the analysis, we consider three computations: fixing \( \lambda_{i1} = 0.33 \) (as in Reference [6]), setting \( \lambda_{i1} = \lambda_{10} \) (homogeneous), and leaving \( \lambda_{i1} \) unrestricted for \( i = 1, 2, 3 \). The transformed PSA density that results from the unrestricted model is displayed in the lower part of Figure 1. The assumption of normality is clearly much more reasonable after transformation.

The posterior distributions of the transformation parameters may be used to gauge the level of heterogeneity in the shape of the outcome distributions for different hospitals. Small differences between hospitals are apparent (Figure 2). The posterior means under the unrestricted Box–Cox transformation are 0.388, 0.404, and 0.304 for hospitals A, B, and C, respectively, in contrast to the mean of 0.372 under the homogeneous transformation model and the overall MLE of 0.33 used previously [6]. The posterior distribution of \( \lambda_{1A} \) is more dispersed than
Figure 1. Non-parametric estimate of probability distribution functions of PSA and transformed PSA for patients with advanced and local prostate cancer. Both raw and transformed PSA are standardized to have mean 0 and variance 1 within each hospital prior to density estimation.

$\lambda_1B$ and $\lambda_1C$ (posterior standard deviation of 0.121 compared to 0.078 and 0.092 for hospitals B and C, respectively). This is not surprising as hospital A had the smallest number of patients.

To check the validity of the assumption that the transformed PSA is normal given hospital, disease state, and gleason score we evaluated Bayesian predictive $p$-values of the skewness (third moment) and kurtosis (fourth moment) coefficients [32] for the residuals of the transformed PSA values. Because both coefficients are 0 for normal densities, and the variance of PSA varies across hospitals and disease groups, we measure departures from normality using the following weighted averaged distance measures:

$$S_1(X_{1i}, \beta_{1i}) = \sum_{i,t} w_{it} |SK(X_{1i}, \beta_{1i})|$$
Figure 2. Posterior distribution of transformation parameter under the homogeneous model (overall) and the hospital specific transformations under the unrestricted model. The corresponding posterior expectations are: E[\(\hat{\lambda}_{\text{Overall}} | \text{data} \)] = 0.372(0.082), E[\(\hat{\lambda}_1 | \text{data} \)] = 0.388(0.121), E[\(\hat{\lambda}_2 | \text{data} \)] = 0.404(0.078), E[\(\hat{\lambda}_3 | \text{data} \)] = 0.304(0.092).

and

\[ S_2(X_1, \beta_1) = \sum_{i,t} w_{it} | \text{KUR}(X_{1it}, \beta_{1it}) | \]

where \(X_1\) is a vector of all the transformed PSA values, \(w_{it}\) is the proportion of subjects from hospital \(i\) and with disease state \(T_{ij} = t\), and \(\text{SK}(X_{1ji}, \beta_{1ji})\) and \(\text{KUR}(X_{1ji}, \beta_{1ji})\) are the skewness (SK) and kurtosis (KUR) coefficients for the distribution of the residuals \(X_{1ji} - \beta_{1i0} - \beta_{1i1} T_{ij} - \beta_{1i2} Z_{ij}\). Bayesian predictive \(p\)-values are obtained by simulating replicate values, \(X_1^{\text{rep}}\), of the transformed outcomes from the model and evaluating the proportion of times that \(S_m(X_1^{\text{rep}}, \beta_1) > S_m(X_1, \beta_1)\) for \(m = 1, 2\). The larger the \(p\)-values the more confident we can be that the data are normal whereas small \(p\)-values (e.g. less than 0.05) cast doubt on whether the data are normal.

The Bayesian predictive \(p\)-values for \((S_1, S_2)\) were (0.480, 0.926) and (0.484, 0.941) under the homogeneous and hospital-specific transformation models, respectively. Therefore, we conclude that the assumption of normality is reasonable.

Figure 3 displays the posterior mean ROC curves for each hospital when \(\hat{\lambda}_{1i}\) is unrestricted. The ROC curve indicates that hospital A performs the worst, while hospital C outperforms
hospital B whenever specificity is greater than 0.38 (approximately where the ROC curves cross) but performs worse at low specificity.

A detailed comparison of the ROC curves in Figure 3 with those for the homogeneous ($\hat{\lambda}_{1i} = \hat{\lambda}_{10}$) case revealed that the largest differences occurred when specificity is close to 0.5 for hospital A and close to 0 or 1 for hospitals B and C (see Figure 4). However, the differences
Table II. Posterior means (standard deviations) of characteristics of the ROC Curve for different transformation models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Hospital</th>
<th>Summary measures of diagnostic accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AUC ( (z_{ij}) )</td>
</tr>
<tr>
<td>Fixed transformation; ( \lambda_{i1} = 0.33 )</td>
<td>A</td>
<td>0.63 (0.06)</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.70 (0.05)</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.75 (0.06)</td>
</tr>
<tr>
<td>Homogeneous transformation; ( \lambda_{i1} = \lambda_{i0} )</td>
<td>A</td>
<td>0.63 (0.06)</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.70 (0.05)</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.74 (0.06)</td>
</tr>
<tr>
<td>Unrestricted transformation; ( \lambda_{i1} ) free</td>
<td>A</td>
<td>0.63 (0.07)</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.70 (0.05)</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.75 (0.06)</td>
</tr>
</tbody>
</table>

AUC = Area under the ROC curve; \( \hat{p}_1 = \) 1-specificity at which MIS (the maximum improvement of sensitivity over chance) occurs; \( x_{opt}^i \) = optimal threshold on the original scale of the outcome variable.

are fairly small (a maximum difference in sensitivity of 0.03) as the population ROC curve for the BMHTM is invariant to monotonic transformations of the outcome distributions, and it is only through the estimation of the model parameters that the transformation model has an influence. The lack of conformity at the extremes in hospitals B and C is important when one evaluates the sensitivity of a test at a high value of specificity.

6.1.3. Summary measures of diagnostic accuracy. Comparisons of AUC and MIS across hospitals in Table II reveal that hospital C performs the best while hospital A performs the worst. The ROC curve summary statistics in Table II reveals little difference in the overall measures of model accuracy between the three transformation models.

6.1.4. Optimal threshold analysis. The values of \( x_{opt}^i(\lambda_{i1}) \) vary much more than the summary measures of diagnostic accuracy. This is particularly true for hospital B. The posterior standard deviations are the smallest when \( \lambda_{i1} = 0.33 \) is assumed, and largest for hospitals A and C when \( \lambda_{i1} \) is unrestricted. The posterior distributions of the optimal thresholds on the original scale of the data are presented in Figure 5. A few values (0.18 per cent) generated from the posterior distribution of \( s_{1A}^{opt} \) (the optimal threshold for hospital A) lay outside the domain of the inverse Box–Cox transformation, and hence could not be inverted. Non-invertible values were assigned 0 according to the discussion following equation (7). Hospital A’s optimal threshold is the least precisely estimated of the hospitals (its standard deviation is larger by a factor of approximately 3) because it has the smallest number of patients.

6.2. Problem 2: optimal combinations on PSA data

For this application, \( X_{1ij} \) denotes PSA and \( X_{2ij} \) denotes Gleason score for the \( j \)th patient in hospital \( i \). The actual Gleason scores are used as normality is more tenable than for the tri-chotomization of risk levels used when Gleason score functioned as a covariate in problem 1. To compare the discriminant function and logistic regression approaches in the simplest
Figure 5. Posterior distribution of the optimal thresholds on the original PSA measurement scale, $x^{\text{opt}}(\lambda_i)$ for $i = A, B, C$. The corresponding posterior expectations are: $E[x^{\text{opt}}(\lambda_{1A}) | \text{data}] = 11.5(4.92)$, $E[x^{\text{opt}}(\lambda_{1B}) | \text{data}] = 8.74(1.43)$, $E[x^{\text{opt}}(\lambda_{1C}) | \text{data}] = 11.1(1.92)$.

scenario we set $\lambda_{1i} = 0.33$ and $\lambda_{2i} = 0$, ignore the clustering of observations by hospitals, and assume that the outcomes have the same covariance for each disease group. This defines the following models:

BMHTM: $$\left( \begin{array}{c} X_{1ij}^{0.33} \\ \log(X_{2ij}) \end{array} \right) \sim N \left( \left( \begin{array}{c} \beta_{10} + \beta_{11}T_{ij} \\ \beta_{20} + \beta_{21}T_{ij} \end{array} \right), \Sigma \right)$$

and

Logistic: $$T_{ij} \sim \text{Bernoulli}[\text{logit}^{-1}\{\alpha_{1i} + \gamma_{1}X_{1ij}^{0.33} + \gamma_{2}\log(X_{2ij})\}]$$

where $\beta_{kl} \sim N(\beta_{0k}, \sigma_{0k}^2)$ and $\alpha_{1i} \sim N(\alpha_0, \sigma_0^2)$ ($k \in \{1, 2\}; l \in \{0, 1\}$). Non-informative prior $N(0,10^6)$ densities for the mean function parameters ($\beta_{0k}, \alpha_0$, and $\gamma_1$ for $k \in \{1, 2\}; l \in \{0, 1\}$), $\text{IG}(10^{-3}, 10^{-3})$ densities for $\sigma_{0k}^2$ and $\sigma_0^2$, and an inverse-Wishart prior for $\Sigma$, complete Bayesian specifications of both models. The inverse-Wishart density was assigned two degrees of freedom, to make the prior specification non-informative, and its scale parameter was set equal to the sample covariance matrix across all clusters for PSA and Gleason score.

Note that the Box–Cox transformation parameters are pre-specified in order to maximize the correspondence between the normal discriminant function and logistic regression approaches.
Figure 6. Posterior probabilities of advanced disease as a function of PSA and Gleason score based on the linear discriminant function and linear logistic regression models.

In general, $\lambda_{kl}$ should be included in the modelling process for both analyses, and one should account for the clustering of observations by hospital. If additional covariates are available these may simply be added to the mean and variance functions.

Because $\pi_i$ has no bearing on the form of the classification rule (it only affects the constant term in equation (9)), in the discriminant function approach we set $\pi_i$ equal to the proportion.
Table III. Posterior mean (standard deviation) of the discrimination function parameters for the normal linear discriminant function and logistic regression models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Hospital</th>
<th>Discriminant function parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Constant</td>
</tr>
<tr>
<td>Normal discriminant function</td>
<td>A</td>
<td>-4.21 (2.19)</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>-6.20 (1.72)</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>-1.48 (1.91)</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>A</td>
<td>-6.34 (1.76)</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>-7.38 (2.00)</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>-6.21 (1.86)</td>
</tr>
</tbody>
</table>

of cases of advanced cancer in each cluster. For hospitals A, B, and C, the assumed proportion of disease cases are $\pi_A = 0.56$, $\pi_B = 0.55$, and $\pi_C = 0.79$ (Table I). If instead we incorporated prior information about $\pi$, then because the normal discriminant function and the logistic regression models are different, the prior would affect the optimal classification differently, and thus make the two approaches less comparable.

The posterior means and standard deviations of the parameters in the BMHTM and logistic regression models are provided in Table III, and the associated posterior probabilities of disease as a function of PSA are displayed in Figure 6. It is clear from Table III that PSA and Gleason score both make significant contributions to the model, implying that a combined test will out-perform both of the individual tests. The regression coefficients in the logistic regression model are larger for both PSA and Gleason score than for the normal discriminant function model, suggesting that it is a more sensitive classification rule (especially with respect to Gleason score in Hospitals A and C). This claim is supported by Figure 7 where the contours of constant posterior probability for the logistic regression model are closer together than for the linear discriminant function.

In Figure 6 the posterior probabilities of advanced disease are shown as a function of PSA with Gleason score fixed at its mean, and as a function of Gleason score with PSA fixed at its mean, for each hospital. The posterior probability plot based on logistic regression is slightly more sensitive to PSA and Gleason score than that for the normal discriminant function model. The substantial difference between the plotted curves when Gleason score is less than 4 for hospital C reflects the fact that predictions over this range are based on limited data.

Figure 7 reveals that for hospitals A and C higher values of PSA and Gleason score are needed under the logistic regression model than under the normal discriminant function model to attain probabilities of disease in the range [0.1, 0.8]. The opposite is true for hospital B. Note that the non-linearity in the contours arises because they are plotted in probability space and PSA and Gleason score undergo transformations in both models.

7. SUMMARY AND DISCUSSION

To address both problems introduced in Section 1 we have investigated the following issues: multivariate multi-level modelling in the context of ROC analysis, application of non-
Figure 7. Contours in probability space of the classification rule for the linear discriminant function and linear logistic regression models.
linear monotone cluster-specific transformations, optimal threshold analysis and exact inferences for summary ROC measures, and estimation of the optimal combination of test scores. Each of these analyses was performed within the BMHTM framework. This framework offers a wide-range of validative and predictive applications to the analysis of diagnostic data.

Bayesian modelling, coupled with MCMC for model fitting, avoids the need for analytical approximations, and thus in principle allows for exact evaluation of inferences for ROC analysis. Inferences about summary measures of an ROC curve, along with the estimation of optimal combinations of test outcomes, are straightforward to evaluate even with complex hierarchically clustered data. In addition, information external to an experiment may be incorporated via flexible prior distributions. Although nearly non-informative prior distributions were assumed for our Bayesian analyses, informative prior distributions can be applied analogously (see O’Malley et al. [6]).

In addition to variance heterogeneity and non-linear regression equations, the BMHTM allows data to undergo different cluster-specific transformations. The insensitivity of the PSA data analysis to cluster-specific transformation parameters might indicate that there is little variation between hospitals in the procedures used or in the overall skill of the operators. If the operators were used as clusters (these were not available to us) we could have expected more heterogeneity in the transformation parameters. Other applications where there might be extensive between operator heterogeneity in the transformation parameter include a radiologist’s score of a mammogram, the estimate of bone density from a bone densitometer to diagnose osteoporosis, and self-administered tests (e.g. pregnancy test, prothombin time or blood clot test, and glucose meter).

An important limitation of the methodology used to transform optimal thresholds back to the original scale of the data is the use of ad hoc values (e.g. those lying on the boundary of the parameter space) when the inverse transformation is undefined. Although, this had little impact on our numerical results, one would do better (assuming the specified model is correct) by constraining the parameters so that invertability was assured across the range of the data.

An important finding from this research is the non-trivial difference between the normal discriminant function and logistic regression models for combining test scores. Although these models may be equivalent asymptotically, they can lead to different conclusions on the same data set. Therefore, our work suggests that a formal study to compare the estimated optimal combination of test outcomes between the normal discriminant function and logistic regression models under a range of different circumstances is needed. In the prostate biopsy example we only considered linear combinations of test outcomes. Non-linear combinations could also be considered as a future extension.

Another topic worth future investigation concerns Bayesian model averaging [33–35]. Rather than using standard model selection techniques to choose a single model for inference, we could use Bayesian model averaging to account for model uncertainty. Two ways of combining the BMHTM based normal discriminant function and the logistic regression models into a single test have been outlined by O’Malley and Zou [36].
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